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Introduction

The twentieth century was a period of incredible intellectual vitality in both science and

mathematics. The first half of the century saw the controversies surrounding Quantum me-

chanics in which Einstein was involved, giving rise to the famous EPR paradox. In the same

period in mathematical logic, the very important idea of what does it mean for something to

be a computer was defined rigorously and also what are their limits was established. Both

lines of thought were developed and eventually met on common ground due to the appear-

ance of physical universal computers which immediately led to the theory of algorithms and

complexity due to the limitations of such computers, which can be considered a refinement of

concepts of computability and logic that were introduced by pioneers such as Skolem, Gödel

and Turing([15][16][17]). These connections led to our days where we have algorithms like

Shor’s, that can crack important classical encryption schemes by using the concepts devel-

oped from EPR paradox by Bell from where many others followed. These lines of thought

have through the prism of a seemingly disconnected subject, developed by people like Von

Neumann, Nash and Harasanyi, that being the theory of games. The scope of this thesis

more specifically is to prove Bell-like theorems using games, to prove results related to a

very recent development from 2020 on quantum complexity theory which are based on a

class of games and to introduce a new attack scheme on a certain type of protocol, based on

methods developed in 2018, which can be formalized as a game.

In the first chapter I introduce what I have thought to be sufficient for a newcomer

to get used to the game theoretic concepts that are used in the latter chapters, together

with exposition of the history of said results by crediting pioneers such as von Neumann,

Nash and Harasanyi. I credit myself with simplifying certain sections of certain arguments

of fundamental results such as the Minmax theorem and Nash’s theorem, with the idea of

better exposition of said results in mind.

In the second chapter I introduced quantum gates and Bell’s theorem, together with a

bit of context behind it’s history and also insights given by Bell himself on his theorems. I

give myself the credit of combining different arguments found in different sources in order

to give more concise presentation of the main results in the chapter such as the proof of

universality of a discrete set of quantum gates and the proof of Bell’s theorem.

The third chapter makes use of the concepts that were introduced in the previous two,

because I introduce a certain class of games called nonlocal games and show that this type

of games can be utilized in order to prove Bell like theorems without requiring certain

assumptions that were needed in the classical types of proofs. I credit myself with the con-

ceptualization of the new class of nonlocal games in terms of Harasanyi games and with the

combining of certain aspects of different arguments that were used as means to prove the

main results such as in the case of the nonlocality of QM through the Mermin-Peres magic

square game.

The fourth chapter is the most vast because I introduce concepts from complexity theory

such as the notion of formal language, and that of complexity classes, in order to show that
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certain games can be used to define the said classes, being especially natural for what are

known as quantum complexity classes. I credit myself with a somewhat original introduc-

tion to the classes by giving informal algorithms for certain problems and as such making

them intuitive with regards to what class they belong to. I also showed through Venn-Euler

diagrams the idea of complexity reductions and inclusions of the different classes that we at

least briefly go over, to give a better understanding of how are the different classes, both

classical and quantum are related. Towards the end of the chapter I introduce the concept of

quasi-observable, which is just a quantum observable that has certain complexity properties

and then I prove using the solution to what was previously known as Tsirelson’s problem,

that there must exist quasi-observables given certain assumptions related to the resolution

to the mentioned problem, which is related to algebraic structures met in quantum field

theories. At the end of the chapter I study consequences of models where such observables

exist.

The fifth and last contains a very brief analysis of a specific type of quantum protocol

called a quantum Byzantine protocol which can be expressed as a game. I introduce the

necessary theoretical tools and then analyze the feasibility of a specific type of attack called

a ”man-in-the-middle” attack on such a protocol, obtaining what I consider to be one of

the two main results of this thesis, which can be related to the possible future of quantum

servers.
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1 Useful game-theoretic notions

Game theory is, informally, the study of choices and outcomes of interactions between

agents that are looking to maximize their gains. Historically, as a mathematically well

founded field, game theory is a relatively young field, it’s genesis being generally attributed

to the 1944 monograph by von Neumann and Morgensten[1].However, von Neumann actually

proved a famous and fundamental result in game theory much earlier, the minmax theorem,

in 1928[2]. Later Nash generalized von Neumann’s result to more general games([4]). The

games mentioned above however offer quite a lot of freedom to the players, they are what

are called complete games. The first well received model of a new type of games, which

will be called ”incomplete games” were introduced years later by Harasanyi in 1967 [5]. In

this section we will go briefly through notions from game-theory that will prove useful later,

in the exposition of the main results, such as the different ways of defining games and the

different types of said games.

1.1 Extended form games and strategies

Definition 1.1 We call a finite graph directed, if it’s a tuple:

G = ⟨V,E⟩ (1)

whith V a finite set of vertices and E ⊆ (V × V ) are edges of the graph.

A graph has the well known intuitive representation with nodes and arrows(when it comes

to directed graphs) where we label the nodes with with numbers for example and even the

representations of the edges in certain types of graphs as we will see later. We can visualize

a few examples in Fig 1.1

1

2 A

B C

I

II III

Figure 1.1 Representations of different directed finite graphs.

A more useful tool for our purposes will be a special class of graphs we will call trees, but

first we must become familiar with the concept of a path.

Definition 1.2 Given the graph G = ⟨V,E⟩ and two vertices v1, vk ∈ V , we call a path

from v1, vk through G a sequence of vertices and edges of the form v1, e1, v2...vk−1, ek−1, vk,

where for any 1 ≤ i < k − 1, ei connects vi and vi+1 and vi ̸= vi+1.

Definition 1.3 A rooted tree is a tuple

T = ⟨V,E, r⟩ (2)
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where G = ⟨V,E⟩ is a what we named a directed graph and r ∈ V will be called the root of

the tree. Also given any vertex v ∈ V , there is a unique path in G from r to v .

From the definition given above, we can see that there is no need for us to be explicit when

treating the direction of the edges in a rooted tree. Now we will see that any game can be

represented by using a rooted tree, called the game-tree. This will be done in an extensive

form of the game.

Definition 1.4 A game in extensive form is a tuple ⟨V,E, r,N, (Vi)i∈N , O,m⟩, where ⟨V,E, r⟩
is a finite rooted tree, N is a finite number of players,(Vi)i∈N is a partition of the non-leaf

nodes of the tree, O is a set of possible game outcomes and m is map m : L → O, where L

is the set of leaf nodes.

Leaf nodes are terminal nodes of the tree and (Vi)i∈N represents intuitively the accessible

game positions to each player throughout a game. We will give a simple example to make it

easier to motivate what we meant by the definition above.

Let’s imagine a little card game between two players we named generically I and II, where

they start with an identical hand of three cards, we will name non-interestingly: c1, c2, c3

where each card has a certain value indicated by it’s respective index. The way in which the

game is played is that players take turns in placing the cards down in what will become a

common stack and the player that added cards with bigger values together wins. The key

detail is that the same card cannot be placed twice in the stack. The set of possible game

outcomes will be O = {Iw, IIw, D}.

Figure 1.2 The game described above, in extended form.

We will look now at the concept of strategy which would be an essential part in any theory

of games, but for that we will need to remind ourselves of what we mentioned previously

about the set L of leaf nodes, in order to define the set of children nodes. We will define it

as C(nk) = {nk+1 | nk ≤p nk+1}, where by ”≤p” we mean intuitively the path relation, for

some path P through the game-tree. In other words, the set of possible continuations from

an arbitrary vertex is represented by C(x).
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Definition 1.5 We call a strategy for player i, a function si : (Vi \ L)(x) → C(x) .

So for example in the game in extensive form from Fig. 1.2, player I has three possible

strategies. It is easy now to define the concept of winning strategy based on the idea that if

no other for a player, a winning strategy is a strategy such that leads to a favorable outcome

regardless of the strategies available to the opponents.

1.2 Strategic games, Payoff and Nash equilibrium

It is more favorable to work in a simplified setting when treating games, called strategic

forms of the games, which are meant to avoid treatment of nodes and regard only ”actions”

and outcomes. For that we will need however to learn of a few concepts, such as utility

functions.

Definition 1.6 We call an utility function for a player i, a function on the cartesian

product of sets of strategies that takes real values, defined ui : S → R, where S = S1×...×Sn,

with Si = {s1, ...sk} the set of strategies for player i.

The idea behind the utility function can be visualized with a two player game, where for

player I, and two strategies cartesian product s1 × s2 that lead to outcome o1, and another

pair s3×s4 that lead to outcome o2 such that uI(s1, s2) ≤ uI(s3, s4), formalizes the idea that

the player I ”prefers” o2 over o1. The values of uI(s1, s2), uI(s3, s4) are called payoffs.

Definition 1.7 We say a game is in strategic or otherwise known as normal form, if it is

described by a tuple:

G = ⟨N, (Si)i∈N , (ui)i∈N⟩ (3)

where N is a finite number of players, Si are the sets of strategies available to them, and ui

are the sets of utility functions for each player.

We can make a simple representation of the definition above by using what is called a payoff

matrix (see Fig 1.3).

Player 2

A B C

X (x, a) (x, b) (x, c)

Player 1 Y (y, a) (y, b) (y, c)

Z (z, a) (z, b) (z, c)

Figure 1.3 Payoff matrix of a game between two players, which have three available strate-

gies each.

We must now look at the concept of ”domination” of strategies. Which will be a concept

one must pursue in order to establish the most renowned theorems in finite game theory.
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Definition 1.8 We say a strategy for player i, si is strictly dominated if there exists another

strategy for the said player li such that for any set of strategies of the other players S−i, and

any strategy within them s−i ∈ S−i,then:

ui(si, s−i) < ui(li, s−i) (4)

Another way to word the definition above is to say that the strategy si is strictly domi-

nated by strategy li. Now we will need to explore ideas of stability.

Definition 1.9 We call a cartesian tuple of strategies s∗ = (s1∗, s2∗, ...sn∗), each for the

indexed player a Nash equilibrium, if given any player i and strategies available to them:

ui(s∗) ≥ ui(si, s−i∗) (5)

It can be quickly seen that provided a bit of understanding of what a strictly dominated

strategy means, that they cannot be part of a Nash equilibrium, but we will prove that in

a bit. Before that, it’s worth noting that the Nash equilibrium is not a ”solution” in the

direct sense of the game, as it is not a strategy in itself, but a meta-solution based on the

available strategies of the players and the assumption that each player is ”rational”. Another

thing that it makes it insufficient as a tool of analysis of games because there may be games

that have no equilibria at all or a multitude of them. It’s a concept that intends to capture

stability, which will prove unsatisfactory in certain settings where because it lacks in terms

of security(these are all rich concepts that we will not develop more in this work and the

author suggests reading referenced literature). We will give an example of type of game that

will make things more clear.

Player II

A B

Player I
A (2, 2) (−1,−1)

B (−2,−2) (3, 3)

Figure 1.4 A coordination game in which we can see that both ordered pairs of strategies

which give us the diagonal of the matrix, are equilibrium points. That is to say, both play-

ers are better off ”coordinating” their strategies. We can see that there is more than one

equilibrium point because both fit relation (5)

One may wonder what is the relationship between strictly dominated strategies as we men-

tioned in Def. 1.8 and Nash equilibrium points. A key idea to look at is the fact that

we mentioned the fact that Nash equilibrium may be thought of as a way of describing the

fact that certain strategies are the best response available to each player for the strategies
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available to the others, assuming the others are ”rational” in the sense that they would not

play something else. This idea of rationality extends to the fact that a rational player would

not play dominated strategies. As such we get a connection.

Theorem 1.1 Strictly dominated strategies cannot be part of a Nash equilibrium.

Proof. Let’s try to prove it through a reductio ad absurdum type fo argument and sup-

pose the contrary holds. Then there exists a strategy for a player j, sj such that

uj(sj, s−j∗) ≥ uj(xj, s−j∗),∀xj ∈ Sj (6)

while at the same time, we know from (4) that we should also have a strategy dj that gives

a better payoff for player j regardless of the strategies with which the other players respond,

so even the Nash equilibrium responses s−j∗. Contradiction.
As we have briefly mentioned before, Nash equilibrium may be a good concept to capture

an idea of stability within games, however, it does so at the expense of giving credits of

rationality to every player which may not be considered sound. As such much literature was

focused on refining and developing new solution concepts that are more suitable to different

types of games. For example, let’s consider a game in which there may be an equilibrium

point, but in which certain aspects of rationality assumed for a Nash equilibrium to exist are

not taken for granted, one may consider the idea of trying to maximize their profits around

these circumstances. As such, one may consider what are the minimum payoffs they may

gain by following certain strategies while and try to maximize that. So for starters, to to

formalize what is the worst case scenario if some player i chose strategy si, we simply denote

it in terms of the minimum value of the payoff function for that given strategy, or rather

how much would player i lose if the other players chose the most damaging strategy against

the said strategy. We write this as

min
k−i∈S−1

ui(si, k−i) (7)

Now the idea is to pick the strategy that maximizes this minimum payoff out of the set of

available strategies. Which we will write as

vi = max
si∈Si

min
ki∈S−i

ui(si, k−i) (8)

It will be useful to have a term for the strategies that satisfy the above condition. We will

as such call strategy si in (8) as maxmin strategy and to the value of the specific payoff as a

we noted with vi what we will call the maxmin value of player i and it’s taken to formalize

the idea of safety or security for player i.

In a very similar vein, will refer to the idea of minmax strategy of a player i and value

respectively, which we would refer to as the strategy of player i that minimizes the best case

payoff of the other players and mutatis mutandis the value of as the minmax value, which

we will note as

min
si∈Si

max
k−i∈S−i

u−i(si, k−i) (9)
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This may or may not be useful depending on the game. The reason why we chose to mention

it however is the following landmark theorem in game theory. Before that we need to get

comfortable with the following particular notion of two-player game.

Definition 1.10 We call a zero-sum two player game, where the payoff functions meet the

following condition

u1(s1, s2) + u2(s1, s2) = 0 (10)

As mentioned, we can now state a landmark result first proved by von Neumann in [2].

Theorem 1.2(Minmax theorem) For any Nash equilibrium point of a zero sum, two

players game, the payoffs of each player is equal to both the minmax and the maxmin values

of those respective players.

Proof. First let’s keep in mind the following relationship that follows immediately from the

definition of Nash equilibrium. We fix an arbitrary strategy s′1 ∈ S1, then we have:

min
k1∈S−1

u1(s
′
1, k−1) ≤ u1(s

′
1, s2∗) (11)

Where s2∗ is any Nash equilibrium profile strategy for the strategic game. It then follows

immediately that:

max
s1∈S1

min
k−1∈S−1

u1(s1, k−1) ≤ max
s1∈S1

u1(s1, s2∗) (12)

Now we will suppose for the sake of contradiction that it is not a Nash equilibrium and then

by a similar argument we will get to the minmax value as well. player 1. Contradiction.

max
s1∈S1

min
k−1∈S−1

u1(s1, k−1) = min
s1∈S1

max
k−1∈S−1

u−1(s1, k−1) (13)

All that is left to do is to show that these are always Nash equilibrium points. Suppose that

there is a maxmin value such that it is not part of an equilibrium point. Then there exists

a strategy for at least one player i, such that the payoff value is strictly larger for them, no

matter what strategies the other player chooses. But that means it would be bigger even for

the tuples where maxmin values occur, which written succinctly would be like

max
s1∈S1

min
k−1∈S−1

u1(s1, k−1) < u1(s1, s−1∗) (14)

But this is again a clear contradiction, and by the equivalence from (13), we finished the

proof of theorem. This gives us means of identifying Nash equilibrium points, by finding

the maxmin or minmax values or vice-versa in a specific type of game. We will later see a

theorem that generalizes this.

When the minmax and the maxmin payoff values in a two-player game are equal, we

say that the game has value, and it’s equal to that common payoff value and the strategies

involved in the said payoffs are called optimal.
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1.3 Mixed strategies and Nash’s theorem

Another aspect we have to cover is the fact that what we have been calling up until

now as strategies, would actually be referred to in the literature as pure strategies. They

are called so because they are fully deterministic and there is no aspect of chance explicitly

involved in the choice of strategies. A motivation for randomizing aspects of strategy choices

when it comes to the set of strategies available to a player is the fact that in many games

there is no pure Nash equilibrium and then the fact that we can give them a probability

distribution for the strategy choices, we may have a mixed type of Nash equilibrium. The

idea is the fact that the said strategies are after all just choices of decisions predetermined

to be responses to the possibilities of choices employed by the other players. As such, we are

not actually creating another type of strategy, just randomizing the pure ones.

Definition 1.11 Given a game in strategic form G = ⟨N, (Si)i∈N , (ui)i∈N⟩, where (Si)i∈N

is finite, a mixed strategy for player i, is a probability distribution σ : Si → [0, 1] , with the

condition that
∑

si∈Si

σ(si) = 1.

In an obvious way then, we would define a set of mixed strategies. We are now faced

with another problem, mainly the fact that the results we have mentioned so far are talking

about pure strategies and not mixed strategies. It is not much of a problem however, as

most results have an equivalent in mixed strategies. To make it easier to foresee what this

is about, let’s look at a simple example. We can have the

Definition 1.12 Given a finite game in strategic form G = ⟨N, (Si)i∈N , (ui)i∈N⟩, we call

it’s mixed extension the tuple Gm = ⟨N, (Σi)i∈N , (Ui)i∈N⟩ , where (Σi)i∈N is the set of os sets

of mixed strategies available of each player i and (Ui)i∈N is the real-valued payoff function

that maps the mixed strategies to their respective values and it’s defined as

Ui(σ) = E(ui(σ)) =
∑

(s1,...,sn)∈S

ui(s1, ..., sn)σ1(s1)...σ2(sn) (15)

The above definition of the payoff function makes sense if one ponders for a bit, because

when considering what player i’s expected payoff may be, we need to take into account not

only their probability distributions of the strategies, but each other’s players probability

distributions that form a pure strategy profile, but in a way that it is independent of the

the choices of the other players, as it would suggest additional knowledge of the players that

they cannot be assumed to possess. It should be also noted that this new dimension or

parameter of randomizing the way in which the players pick a strategy, gives rise to cases

where the mixed extension of the game has a mixed equilibrium, even if it does not have a

pure equilibrium. Similar things can be said about the value of the game.

We will give a simple example to see things more easily.
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Player II

C D

Player I
A (−1, 2) (−1,−1)

B (0, 1) (−2, 0)

Figure 1.4 A two players game with no Nash equilibrium in this game with regards to the

pure strategies available to the two players.

For example, for the strategy profile AC, while player II would like it, player I would

rather choose strategy B in this situation. What is of interest however, is to show that

there is indeed an equilibrium point in what we call a mixed extension of this game. To

see this, consider the sets of mixed strategies for the two players which must be of the

form [σI(A), (1−σI(A))(B)] and [σII(C), (1−σII(C))(D)] respectively. Of course, there are

infinitely many probability distributions as long as they respect the condition from Definition

1.11. Also, it’s important to note that the set of possible mixed strategies for each players is

infinite, just needing to be in the closed set [0, 1] so we will just note them generically with

two variables x and y as it will make things more aesthetically pleasing. Now by following

the equation (15) and making the variable notation as said we obtain

UI(x, y) = −2 + x+ 2y − 2xy (16)

and

UII(x, y) = −x+ y + 2xy (17)

We can now analyze the best strategies by analyzing monotony aspects of the mixed strategies

because we can see them as first degree functions for some particular value of probability

distribution for the opponent. Very similarily, the value of the game can be found, which

leads us to a generalization of Theorem 1.2. However, the thing we are trying to put into

evidence right now is what came to be known and considered as a generazliazion of the

MinMax theorem.

Theorem 1.3(Nash, 1951[4]) For every game that is in finite strategic form, has an

equilibrium in it’s mixed extension.

This is what one may argue, a generalization of the Minmax theorem in the sense that it

gives us a stronger classification of where the solution concept of equilibrium is present or

potentially useful.

1.4 Incomplete games and Bayesian equilibria

What we have been talking about until now has again been a more general setting of

games in which players are said to have complete information, in the sense that all players

present share the same information regarding the payoffs and strategies available to each

other. This may not be always the case however, and in this case we call such settings,
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games with incomplete information. We will use what is known as the Harsanyi model in

defining a specific type of incomplete games called Bayesian games. They have the specific

characteristic of being good models for most purposes of the intended.

Definition 1.13(Harasanyi game) We call Harasanyi game a tuple < N, (Ti)i∈N , µ,X >,

where

• P is a finite collection of players.

• Ti is a finite collection of types for each player i ∈ N , noted as ti ∈ Ti.

• µ is a probability distribution over the collection of vectors of types T =
∏
i

Ti∈N .

• X is a collection or set of states of nature, each member of X being of the form x =<

(Si)i∈N , P, (ui)i∈N >, and it may be called state games.

For a particular vector of types t, xt =< (Si(ti))i∈N , P (ui(t))i∈N >, we call xt the state

game for the particular type vector t.

We can see that for a particular type vector the set of strategies is not dependent on the

entire type vector, but only on the particular set of types available to the said player. The

payoff function is however dependent on the entire type vector.We now need to get down to

the idea of a strategy, which will come as natural

Definition 1.14 We call a probability distribution σi(ti) : Si(ti) → [0, 1], a behavioral

strategy(or simply strategy) for player i, given type ti.

By noting σ = σ(s1, t1)× ...σ(sN , tN), we can define the expected payoff for a player i in

the Harasanyi game GH as:

Ui(σ) =
∑
t∈T

µ(σ × ui(s, t)), (18)

where s = si × ...× sN .

Now we can introduce the notion of Bayesian equilibrium which is equivalent to a Nash

equilibrium in finite incomplete games.

Definition 1.15 We say a strategy profile σ∗ is a Bayesian equilibrium if for all players i

and all actions si:

Ui(σ ∗ | ti) ≥ Ui((si, σ−i∗) | ti) (19)

One may notice that we have called the members of the sets Si actions, and this is so not

to be confused with strategies as we will use them from now on in incomplete games, even

though they can be considered pure strategies for said player, given some type for that player.
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2 Useful quantum mechanical notions

In this section we will be going over a few particularities that are necessary for all the

aspects that go into quantum computing and information theory that we will cover in the

rest of the article. We will assume a minimum of familiarity of the reader with concepts

of quantum mechanics such as wave functions and quantum states. The important aspects

that we will cover are the quantum gates and Bell’s theorem, which came as an answer

to the famous Einstein–Podolsky–Rosen paradox([5]), that was an attack direced towards

quantum mechanics, which should not violate certain restrains imposed by the theory of

relativity that was put forward by Einstein years earlier. The original theorem was proved

using certain assumptions that would have resulted in what are known as Bell inequalities

which are violated by QM. We will see however that using games we can ditch most of those

assumptions leaving us with a more concrete proof of the theorem in a certain sense.

2.1 Qubits and quantum gates

Definition 2.1 We call a qubit a state of the form |Q⟩ = c1 |0⟩ + c2 |1⟩, where c1 and c2

are complex amplitudes.

Definition 2.2 We call a quantum gate a quantum operator that acts on qubits

I =

[
1 0

0 1

]
, X =

[
0 1

1 0

]
, Y =

[
0 −i
i 0

]
, Z =

[
1 0

0 −1

]

P =

[
1 0

0 −i

]
, H = 1/

√
2

[
1 1

1 −1

]
, Ry(ϕ) =

[
cos(ϕ/2) −sin(ϕ/2)
sin(ϕ/2) cos(ϕ/2)

] (20)

Example 2.1. A set of representations for the most useful unary(acting on a single qubit)

quantum gates.

One of the most important aspects that we have to bear in mind is that we need to

establish what is known in the literature as universality. This is not as straightforward as

one may think however and we would need to consider at least two types of universalities,

and one may refer to the fact that

Definition 2.3 We say a set of quantum gates is computationally universal if it is Turing

equivalent

This definition is of course a specialized one, restricted to what we need to concentrate on

right now, but it would be in fact easily generalized to any model that can be called a

computational model in the sense that it can simulate a Turing machine.

Definition 2.3 We say a set of quantum gates is unitarily univerasal if we

Theorem 2.1 The set of gates {H, Y, Z,Rz(ϕ), Ry(ϕ)} is universal

We will only sketch a proof, by proving certain identities, the details being quite easy to fill
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in. First of all what the universality implies is actually two parts now the idea is that we

need.

Now, the proof relies on the fact that all of the matrices we used here are unitary matrices

and by simple inner product within the gates, any gate can be made into a single unitary

gate that has the the dimension of the multiplication of the dimensions of the gates involved.

Indeed, one can easily see this by using the Dirac bra ket notation to prove the fact that all

of the gates involved in a circuit and as such the circuit itself can be captured within a single

unitary matrix. The proof goes as follows: consider the fact that any of the Pauli gates can

be turned in one another by repeated applications of the others

HZH = X

HXH = Z
(21)

a⃗

x

y

z

ϕ

θ

Figure 2.1 The Bloch sphere

Now another thing we have to note is that any unitary transformation or matrix can be

written in an exponential form, in terms of a hermitian matrix:

U = eiγH (22)

This is a quite easy thing to prove with a bit of knowledge about the matrix operatios and

the Maclaurin expansion. This is very powerful because universality can be thought of as

being able to reach any point on the Bloch sphere(Figure 2.1) with an iterated usage of gates

from a finite set of gates, which will all be unitary transformations. As such we can write all

of them in the form equation (20). Next we can also write any unitary in a manner similar

of the Euler formula as:

U = cos(γ)I+ (isin(γ))H (23)

In particular we can for example write

Rz(ϕ) = ei
ϕ
2
Z = cos(γ)I+ (isin(γ))Z

Rx(ϕ) = ei
ϕ
2
Z = cos(γ)I+ (isin(γ))X

Ry(ϕ) = ei
ϕ
2
Z = cos(γ)I+ (isin(γ))Y

(24)

13



From which it immediately follows that

ZRz(ϕ)Z = Rz(ϕ)

HRx(ϕ)H = Rz(−ϕ)

HRz(ϕ)H = Rx(−ϕ)

(25)

This mostly concludes our sketch of a proof, because now we can see that applying the

Hadamard gate on the rotation gate we can obtain all the other rotation gates which is

easily seen to fulfill our requirement of universality. This is not an optimal result by any

means,being known in fact that We have to keep in mind however that we cannot in truth

obtain all unitary transformations with just a countable application from a finite set of gates,

something one could say to be known since Cantor. However, it is enough to say that we

can get arbitrarily close to it.

2.2 Quantum nonlocality and Bell’s theorem

The main focus of this section will be Bell’s theorem and similar results. For that we will

need to get familiar with notions such as causality and locality.

Definition 2.5 We say that if an event E1 is the cause of event E2, they are causally

connected

This is of course quite informal and not very instructive or clarifying. This is simply because

there is no established rigorous definition of what is it meant by causality in the Bell-like

theorems is what we can infer from Special Relativity in terms of light-cones. In other words,

if an event were to be the effect of another, it must be in the future light-cone of the event

that caused or better said influenced it. We can call it a causal influence as limited by Special

Relativity.

time

E2
E1

no
n-
ca
us
alca

u
sa
l

Future Light Cone

Past Light Cone

O
space

space

Figure 2.2 Representation of the light cone of an event O.
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We can see in the figure above that we can imagine the relations between event O, E1

and E2 as vectors which we may call time-like and space-like respectively. As such we can

restate out definition of causality in terms of time-like and space-like vectors. Informally,

two events are causally connected if they can be represented by a time-like vector.Just as

easily we could say that two event are not causally connected if they are space-like separated

There were several other assumptions being made in the original result which we will

mention briefly before stating the theorem itself. One of the more important ones was that

of ”locality”. This concept also has a history of being redefined and modified to form other

similar concepts that go into the proofs of Bell-like theorems. We will give the following

definition.

Definition 2.6(Bell locality) We say that an experiment is local if only causally corre-

lated variables can have a statistical influence on the measurement outcomes of an experiment

This is again quite vague and philosophical. In fact Bell himself([7]) wanted one to pro-

ceed with caution regarding this concept, especially given the heavy importance it has in

the result that we will cover a bit further ahead. This is because while the idea of causal

correlation can be given a quite robust definition as we have seen in Definition 2.5, ”correla-

tion” can have encompass a quite vast class relations that may not be taken for granted to

be limited in any way by causality or similar ideas.

Another important assumption is that of hidden variables, meaning the fact that there

are certain variables that condition the probability that a certain property will be observed

upon measurement of an experimental ensemble.

Definition 2.7(Hidden variables) We call a variable λ a hidden variable if for some

random variable X, P (x = a |X,λ) = 1, and P (x = b |X,λ) = 0 for any other value b.

The above definition means to convey the fact that for some random variable over an event

space, the outcome of the measurement of a variable becomes deterministic in the presence

of some hidden variable.

Theorem 2.3 (Bell’s theorem) No local hidden variables model can model Quantum

Mechanics.

Proof. The proof is quite simple, consider three random variables X i
j, with i= 1,2 and j = a,

b , c, such that X i
j = −Xk

j whenever i ̸= k. This property is known as the variables being

perfectly anti-correlated. From the assumption of Bell locality the following identity holds:

P (x1, x2 |X1, X2, λ) = P (x1 |X1, λ)P (x2 |X2, λ) (26)

We ignored the usage of lower indices as a way to tell the fact that they are not relevant

in this case. Any of the three variables works for the set of variables associated with both

particles. Another thing we can extract from the assumption of hidden variables is that

for the same particles, the probability of getting different results, given the same type of
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measurement, is null.

P (x1 = 0, x1 = 1 |X1
j , X

1
j λ) = 0 (27)

If we invoke locality again, we get:

P (x1 = −1, x1 = 1 |X1
j , X

1
j , λ) = P (x1 = −1 |X1

j , λ)P (x
1 = 1 |X1

j , λ) = 0 (28)

But we have to note that the two situations are exhaustive over the sample space, which

means that one of the two factors needs to be null. Now by a simple pigeonhole principle,

we can see that the following inequality must hold:

P (X1
a ̸= X2

b ) + P (X1
a ̸= X2

c ) + P (X1
b ̸= X2

c ) ≥ 1 (29)

Next, given the perfect anti-correlation between the variables, one can see that:

P (X1
k ̸= X2

j ) = P (X1
k = X1

j ),∀l, k(l ̸= k) (30)

From (29) and (30) we can immediately infer:

P (X1
a = X1

b ) + P (X1
a = X1

c ) + P (X1
b = X1

c ) ≥ 1 (31)

Now we came to the conclusion that a local hidden variable model must satisfy the above

inequality, but we will show that this is not true for quantum mechanical systems. Let’s

consider a system made of two qubits in the Bell state: |Φ⟩ = |00⟩+|11⟩
2

, and the variables

defined as follows:

Xa =

|0⟩

|1⟩
Xb =

1
2
|0⟩ −

√
3
2
|1⟩

√
3
2
|0⟩+ 1

2
|1⟩

Xc =

1
2
|0⟩+

√
3
2
|1⟩

√
3
2
|0⟩ − 1

2
|1⟩

We left the sample space unspecified as we did up until now when it came to the variables

because this has a general character. Now we can treat a single case to see that the above

inequality, known as Bell’s inequality is not satisfied by this quantum system.

P (Xa = Xb) =

∣∣∣∣ 1

2
√
2

∣∣∣∣2 + ∣∣∣∣ 1

2
√
2

∣∣∣∣2 = 1

4
(32)

One can easily verify that the identity

P (Xa = Xb) = P (Xa = Xc) = P (Xb = Xc) =
1

4
(33)

As such

P (Xa = Xb) + P (Xa = Xc) + P (Xb = Xc) =
3

4
≤ 1 (34)

That means Bell’s inequality is violated and this concludes our proof.
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3 Games in fundamental QM

In this chapter we explore ways in which game theory can be used to prove results like

the Bell theorem we have explored in the previous chapter, making the proof of nonlocality

somewhat easier provided one is a bit familiar with game-theoretic notions, as a person

reading this article would be. We also explore ideas of actual implementation of quantum

games for solving interesting problems in physics. But first of all we would need to introduce

what could have been introduced in the first chapter of this thesis but was left here as the

author saw it fit given the usefulness of the notions introduced up until now in understanding

the concepts that would follow. We talked about games with pure and mixed strategies, but

we can consider another type of strategy, what would be called quantum strategies.

Definition 3.1 We call a nonlocal game a tuple < X, Y, µ,A,B, V >

• X and Y are finite sets of questions

• µ is a probaiblity distribution over X × Y .

• A and B are finite sets of answers for Alice and Bob respectively.

• V : X × Y × A×B → {0, 1}

We can see that these games could be modeled as a special case of Harasanyi games by

considering X and Y as the sets of types, A and B as the actions within the states of nature

and V can be considered an expected payoff function. One may take the last statement

with doubt but all we need to consider on top of what I said to make it seem natural is the

fact that the game is supposed to be a cooperative game, so the payoff is dependent on the

queries and answers that both players give.

We have established now a familiar way in which to characterise nonlocal games. Now

we would need to look at what makes them stand-out and that is quantum strategies.

Definition 3.2(Quantum strategies) A quantum strategy is distirbution σ : (x, y) →
⟨Ψ| Aa

x ⊗ Bb
y |Ψ⟩, where

• Aa
x and Bb

y are unitary transformations dependent on the query and answers available

to the players.

• |Ψ⟩ is a quantum state of entangled particles shared between Alice and Bob.

The above definition could be read as, a strategy for players Alice and Bob is a probability

of them giving answers a and b to queries x and y.

Now another thing we have to consider is the fact that there are many ways in which

will allow us to measure the advantage of nonlocal games of classical games is the notion of

value of the game with which we became familiar in Chapter 1, but which in this case will

of course be considered as a unique value for both players as it is essentially a cooperative

game.
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Definition 3.3(Quantum value) We call the quantum value of a nonlocal game, noted

with ω̂(G), defined as:

ω̂(G) =
∑

(x,y)∈X×Y

µ(x, y)
∑

(a,b)∈A×B

⟨Ψ| Aa
x ⊗ Bb

y |Ψ⟩V (a, b |x, y) (35)

We will see that this value, compared to that in certain cases can be bigger than what

could be obtained with mixed strategies for the ”reduced” game with no entangled quantum

system available.

3.1 Mermin-Peres magic square game

The Magic Peres square is a thought experiment whose variation can be actually imple-

mented to showcase nonlocality without actually appealing to Bell inequalities. The set-up,

rules and goals of the game will be presented shortly.

The set-up for the Mermin-Peres square thought experiment that involves a source S that

emits four particles, which are sent in pairs of two towards two observers Alice and Bob.

Both Alice and Bob have a detector in which the particles received are introduced and a

measurement is made out of six possibilities. The way in which the results are shows are

through a display that is basically a square separated into 9 equal squares. The squares light

up in two different color to give information about the measurement.

The goal of the game is for Alice to fill in a row and Bob a column in such a way that the

number of green squares filled in by Alice is even, while the number of red squares filled in

by Bob is odd. As such they each have twelve possible strategies that are hidden information

from one another(Fig 3.1). The two of them cannot communicate or exchange information

about the state of the game once it has started(we can imagine that they are too far apart,

outside of each other’s light cone).

Figure 3.1 The set of strategies available to Alice(image taken from [10]).

We will now show that there is no classical winning strategy for this cooperative game. We

can do that by making the appropriate pay-off matrices for a particular row assignment for

Alice this game as follows(Fig 3.2-3.4)
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Alice(R1)

rrg rgr grr ggg

ggr 0 0 1 1

Bob(C1) grg 0 0 1 1

grg 1 1 0 0

rrr 1 1 0 0

Figure 3.2.The payoff matrix of the strategies available to Alice when tasked with filling

the first row, and the Bob is given the task to fill in the first column. We noted the red and

green squares with ”r” and ”g” respectively, the order being from left to right and from up

to down.

Alice(R1)

rrg rgr grr ggg

ggr 0 1 0 1

Bob(C2) grg 0 1 0 1

grg 0 1 0 1

rrr 1 0 1 0

Figure 3.3.The payoff matrix of the strategies available to Alice when tasked with filling

the first row, and the Bob is given the task to fill in the second column.

Alice(R1)

rrg rgr grr ggg

ggr 1 0 0 1

Bob(C3) grg 1 0 0 1

grg 1 0 0 1

rrr 0 1 1 0

Figure 3.4.The payoff matrix of the strategies available to Alice when tasked with filling

the first row, and the Bob is given the task to fill in the third column.

We limited our study to just the task of filling the first row for Alice because the others give

similar results. What we can take just from the above matrices is that if we assume this to

be the game-state from Alice’s perspective once she has been tasked by the arbitrer to fill in

the first row, the best strategy ignoring the rationality of Bob is to use strategy ”ggg”, but

even then hew best chances are statistically 2 out of 3. When considering the full game, the

best they can do is actually 8/9(see for reference [8]). Now we will show that there is in fact
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a quantum solution to the puzzle such that Alice and Bob can win with a hundred percent

confidence.

Theorem 3.1 There is a winning quantum strategy for the Mermin-Peres magic square

game

Proof. Let’s assume a pair of qubits being shared between Alice and Bob before going apart

and starting the game, such that they are in the following state:

|Ψ⟩ = 1

2
(|0011⟩ − |0110⟩ − |1001⟩+ |1100⟩) (36)

Now the first two qubits are given to Alice, while the other two are given to Bob. We code the

green color as ”0” and red as ”1” .Upon query involving which row and column respectively

they have to fill in, Alice and Bob perform the following transformations on their qubits

before measurement:

A1 =
1√
2


i 0 0 1

0 −i 1 0

0 i 1 0

1 0 0 i

 A2 =
1

2


i 1 1 i

−i 1 −1 i

i 1 −1 −i
−i 1 1 −i

 A3 =
1

2


−1 −1 −1 1

1 1 −1 1

1 −1 1 1

1 −1 −1 −1



B1 =
1√
2


i −i 1 1

−i −i 1 −1

1 1 −i i

−i i 1 1

 B2 =
1

2


−1 i 1 i

1 i 1 −i
1 −i 1 i

−1 −i 1 −i

 B3 =
1√
2


1 0 0 1

−1 0 0 1

0 1 1 0

0 1 −1 0


(37)

Now for example if the query involved asking Alice to fill row 2 and Bob is asked to fill

column 3, this would be equivalent to the transformation

(A2⊗B3) |Ψ⟩ = 1

2
√
2
(|0000⟩−|0010⟩−|0101⟩+|0111⟩+|1001⟩+|1011⟩−|1100⟩−|1110⟩) (38)

Now if one takes the probability density of one of any of the states they can see that for

example the probability for Alice of measuring P (|ψ⟩A = |00⟩) = 1/4 and in fact this the

case for all the usual ”prefixes” of the strategies available classically to them. All that is left

is to fill in the last part of the color scheme for each of them with a color that preserves the

parity for their respective color assignment and this concludes the proof.The proof above

combines elements of proofs found in [10] and [12].

Next we will implement a run of the magic square game in the Uranium Transylvania

platform(https://uranium.transilvania-quantum.org/) for an experimental implementation

of the game, which is a slight variation of the implementation found in [14].
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Figure 3.5. The implementation of the first row both in simple and extended form in terms

of Clifford gates.

Figure 3.6. The implementation of the second row.

Figure 3.7. The result of measurement in the computational basis for all implementations.

The horizontal axis represents the probability and the vertical axis the state.

As we can see, they agree with the theory.

3.2 More nonlocal games

In this section we will cover more briefly other games whose quantum strategies cannot be

replicated classically. This is to form a better image of the subject and similar games will
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be employed in later chapters for other purposes than show the nonlocality of quantum

mechanics.

The CHSH game

The CHSH or short for Clauser-Horne-Shimony-Holt is agame in which the setup involves

our established players Alice and Bob. The usual elements that are contained in the nonlocal

game tuple are as follows. The values of queries and answers can be described by a function

of the form: f = {X, Y,A,B} → {0, 1}, meaning they all have to take one these two values.

µ(x, y) =
1

4
(39)

Meaning the distribution of the queries is also a constant function or that each pair is equally

likely.

V (a, b |x, y) =

{
0, a⊕ b ̸= x ∧ y

1, a⊕ b = x ∧ y
(40)

It’s quite easy to see the fact that the classical value of the game is just 3/4. The quantum

value of the game however is ω̂(G) = cos2 (π/8). This game could also be used to put forward

the idea of nonlocality of quantum systems.

XOR games

The next class of games we will look at is probably the most researched type of nonlocal

games and the reasons will reveal themselves throughout the rest of this thesis. When it

comes to the values of the answers must be either 0 or 1 so a function g = {A,B} → {0, 1}
can describe them. Now unlike the CHSH game, the queries are described by a different

kind of function, that takes as input the cartesian pair and returns a single value of the set

{0, 1}. In other words a function f = {X × Y } → {0, 1}. The ”verifier predicate” has the

following form

V (a, b |x, y) =

{
0, a⊕ b ̸= f(x, y)

1, a⊕ b = f(x, y)
(41)

We did not specify the distribution µ because it is uniform on the number of pairs of queries

possible.

We can remebmer from chapter 1 that strategies that give the value of the game are called

optimal strategies. Now this optimality is in fact a quite deep fact, putting a limit or

boundary on how much can it differ from the classical case. In that way we say that the

value of a particular nonlocal game is equal to the Tsirelon’s bound of that particular system.
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4 Games in quantum complexity theory

In this chapter we study both classical and quantum complexity classes. We will see that

games can be very useful descriptive tools for different quantum complexity classes given the

fact that they represent a homogeneous way to represent the different problems that make

up the said complexity classes.

4.1 Some introductory notions for complexity theory

One of the first things we have to establish is what does a class mean, but before that we

need to become familiar with the idea of formal language.

Definition 4.1 A formal language is an alphabet Σ together with a grammar G that produce

well-formed formulas based on the alphabet

This definition is of course highly informal as stated, but the reason is the fact that it is not

the goal of this thesis to go into details about such a definition, the details becoming more

clear as we move along. We encourage the reader to look into a dedicated textbook that

covers such a topic such as ... We will give an simple example to make things more clear.

An example of language is

L = {an |n ∈ N} (42)

In this case the alphabet is made up of a single symbol Σ = {a} and the grammar basically

has a single production rule w → wa, where w is a word from the language w ∈ L. We could

as such rewrite the language as a set in terms of discrete members(words) as:

L = {a, aa, aaa, aaaa...} (43)

Now that we have become familiar with what a formal language is, we can turn back

to what we wanted to investigate, that being aspects of complexity. The reason why we

introduced the notion of languages is because the problem of finding with a limited amount

of resources, whether or not some element is member of a language, also known as the

membership problem, is at the core of complexity theory. This may not seem particularly

obvious as we move on to treat different problems and get more familiar with what complexity

theory is about, but a way in which I may motivate it is by saying that formal languages

have language in the term, unlike regular languages they are simply syntactic constructions

with no indented meaning, so what classifies as a language may be much broader than one

may on first ponder conclude. Now another thing that we have to keep in mind is the fact

that there are problems which are more or less as difficult as each other, given a precise

definition of what more or less means, makes us able to put problems in classes, which we

will come to call classes of complexity. Now the way in which we can asses whether or not

two languages are in the same complexity class is through what would be called ”many-one

reduction”, but before that we need to define another thing, known as the Kleene star or

given the familiarity with the concept of operator, the Kleene operator.
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Definition 4.2(Kleene’s operator) Given a finite set of symbols S, Kleene’s operator

acting on it, denoted as S∗, transforms it into the set of all finite strings definable on the set

of strings, together with the empty string ϵ = S0.

S∗ = S0 ∪ S1 ∪ S2 ∪ S3... (44)

Definition 4.3(Many-one reduction) Given two languages L1 and L2, defined on the

alphabets ΣL1 and ΣL1, we call a map m : Σ∗
L1 → Σ∗

L2 such that w ∈ L1 iff m(w) ∈ L2, the

many-one reduction of L1 to L2, written as:

L1 ≤m L2 (45)

As said, different classes of problems can be delimited by different types of many-one maps.

Many-one reduction is not the only way in which we can delimitate the complexity classes

however. There is a less abstract way to do so, that being the ”big O” system or notation.

Definition 4.4 We say a function g(n) = O(f(n)) if for asymptotic n, there exists a

constant c such that g(n) ≤ cf(n) . We will give an example below(Fig 4.1)

n

f1(n) = nlog(n) + 1

f2(n) = n2 − 1

f3(n) = 2n

Figure 4.1. The representation of the asymptotic behavior of three different functions,

given the input n.

If we were to use the big O notation, what we would say is that f1(n), f2(n) = O(f3(n)), which

could be read as saying, the functions f1(n), f2(n) grow no faster than f3(n) given asymptotic

n. Another thing one could immediately infer is that the relation O(f1) ≤ O(f2) ≤ O(f3)

holds. That is to say, the big O notation gives us a measure on how the different functions

compare to each other asymptotically. For details on such topics I direct the reader to Aror

and Barak([18]).

4.2 Classical complexity classes

Now we may move on to study actual complexity classes.Before starting however, we will

introduce another notion, that of
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Definition 4.4(The class P) We say a the membership problem of a language is in class

P if the characteristic function f(x) = O(nc), for some constant c. In other words we can

define the class P succintly as:

P =
⋃
c

O(nc) (46)

Examples of problems in P is what is called the PATH problem, which is the problem of

deciding whether or not there is a path between two nodes in a directed graph. Written as

a language:

PATH = {(G, a, b) |G is a directed graph with a path from node a to node b} (47)

We give below(Fig 4.2) an explicit member of the language PATH.

a b

Fig 4.1. A directed graph with a path between vertices a and b.

Now we will give an informal program that decides the language PATH in polynomial time.

PATH program: First of all imagine that we are working with a machine that can access

any segment of the input string and it can mark, delete or write the said input(this is a very

crude description of a computational model like a turing machine or register machine).

1. Initialize vertex x, if it is unmarked, mark it and go into the body of instructions below,

otherwise go straight into the body of instructions below:

• Go over all vertices that are at an edge distance from vertex x, (x,y) and if they

are unmarked, mark them

• For each y in the variable above, while y exists, x = y and jump to instruction 1

• Otherwise jump to instruction 2

2. List all the marked vertices and:

• If b is in the list accept

• Otherwise reject

All we have to do now is initialize the program above with x = a and look at the time

complexity of the program by looking at how many appeals each instruction makes in the

worst case scenario. As such, the first body of instructions makes the makes at most n runs,

where n is the number of vertices in the graph. Instruction 2 makes the machine check the

entire list of marked vertices so again at most n operations are performed by the machine.

We thus have a worst case scenario of 2n, and O(2n) = O(n) so we can see that it is as the

bottom of the polynomial class P, which is what we wanted to prove.

The polynomial class is by far the most useful in real applications of programs, and it

is considered that programs that it is the only feasible class of problems that we can decide

25



in practice. As such, the hope is for there to be programs that can solve as many problems

as possible in polynomial time. There is an enormous body of literature that covers these

topics, including other examples of other languages that are in this class. For such purposes

the author directs the reader towards Sipser[19].

Another important time complexity class is NP, which stands for ”nondeterministic

polynomial”, which as the reader may have intuited given the statement we made about the

polynomial class as being the real practical class, it is not feasible to solve problems that are

in NP, unless the two of them are equivalent which is a deep unsolved problem in complexity

theory. Now what ”nondeterministic” means is that P is a deterministic complexity class,

which again means that every single program is run in a singular way, meaning for any single

relevant parameter like bit of string being currently read and instruction set in which said

bit of string is read, the machine can only give a single operation in response to them. That

is to say, when seen as a function, it can be taken as a single output function. This is not

the case for nondeterministic machines which can have more than one continuation of the

program given a bit of string and instruction set being currently in.

Another characterization of the class is that using verifiers, NP being what would be

called a complexity class verifiable in polynomial time. We can thus see the fact that there

are many ways. A verifier is simply a program that can tell whether or not some solution

given to it is correct or nor, given a polynomial set of set of operations as a function of the

size of the solution. We will give a more formal definition of a verifier as follows

Definition 4.5 Given a language L, a verifier for L is an algorithm V such that

L = {x |V accepts (x,c) for some string c} (48)

The string ”c” is called a certificate or what we have mentioned before, a proof or solution.

We have to be careful however what does it mean then for a verifier to be polynomial, is it

polynomial as a function of the length of x, c or both? The answer is, it is a function only

of x. This makes sense if we think about it, because otherwise we would need to somehow

be able to give an answer to the problem of what is the length of c given some problem to

be solve which would be an unnecessary complication. We can now give a short definition

for this new class, based on the definition of a verifier.

Definition 4.6 Given a language L, it is a member of the class NP if and only if it has a

polynomial time verifier.

Now there are many problems of interest that are for all we know as of now due to the lack

of better algorithms, in the class NP. One interesting problem is again related to graphs and

it is the problem of cliques.

Definition 4.7 Given a graph G =< V,E >, a clique is a subgraph of G’ where given any

two vertices vm, vn ∈ G′, then (vm, vn) ∈ E.

This is however not the focus of the problem we are going to study, as it needs to be made
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specific somehow to the way in which complexity increases with increase in size of. As such

we introduce the definition of a k-clique below.

Definition 4.7 A k-clique is a clique with k vertices

Now the language that is in NP is the following:

CLIQUE = {(G, k) | there is a k-clique in graph G} (49)

Now we can give an hand wavy algorithm or verifier by which we can show that CLIQUE is

indeed in NP. The algorithm goes as follows:

1. V checks the input ((G,k),c), where c is the k-clique, to see if all vertices of the k-clique

are in G

• if true, jump to instruction 2.

• otherwise reject

2. V compares all edges in c with the edges in G to see if they match

• if true, accept

• otherwise reject

Now to make the complexity analysis of the algorithm V, we see that the first instruction is

polynomial as a functon of (G,k), since c must be O(np), for some constant p, as a function

of the input and the algorithm only runs instruction 1 once. Then it runs instruction 2 just

once as well and in the worst case scenario it is O(n), which gives us O(n(nc−1 + 1)) which

is of course polynomial on the size of the graph/clique, which is what we wanted to arrive

at.

4.3 P vs NP

We need to explore another central idea in complexity theory, that of class complete

problems. Class complete problems are languages for whom if we could find an algorithm

that decides them, we can find an algorithm that decides all problems in the said class with

at most a polynomial additional complexity. This means for example that if we could find

a polynomial time algorithm for an NP-complete problem, we could reduce any single NP

problem to a P problem. This is known as the the P vs NP problem and as mentioned in the

previous section, it is arguably the most important problem in complexity theory. The reason

why it is so important is because many things which now require human aid to be done, could

in principle, assuming a few things, be done by computers. For example, computers might

be able to find proofs for theorems so arguably, mathematicians would not need to do that

anymore. Consequences such as that stated above would be extremely drastic and would

change forever the intellectual landscape that we know as of now. However, most people do

not actually believe that P = NP or even if it is discover that they are equivalent classes,

that the consequences would be so dramatic or immediate. For more on such discussions I
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recommend the reader to check [20] and [21].

What we neet to do now however is work out what does it mean for a problem to be

hard first of all, and we will concentrate strictly on the class NP as we became somehwat

familiar with it by a stretch of the meaning.

Definition 4.8 We say a problem membership problem for a language Lh is NP− hard

if given any other language in Ln ∈ NP there is a polynomial time many-one reduction of

L1 to Ln, written as:

Ln ≤p Lh (50)

What one needs to be careful about is the fact that this is that Lh is not restricted in any

way in terms of complexity. That means it might as well be a language from the class of

exponential time problems EXP, or even the halting problem for Turing machines for all

we know. This might be considered to not be a very useful resolution, because after all we

just said that P and NP are the only classes that are at least in some sense efficient or

somewhat manageable in practice. As such it would seem to be of no great help that the

algorithm for deciding a language in some higher complexity class could be used to solve

any problem in NP. For that reason, what people working in complexity theory are looking

for, are solutions for a subset of the set of NP− hard languages, that being the set of

NP− complete problems.

Definition 4.9 We say a language Lc is NP− complete if it is NP− hard and Lc ∈
NP.

P

NP

NP− complete NP− hard

Figure 4.3. A Venn-Euler diagrams representation of the ”NP classes”.

As we can see by looking at the above figure, we are in other words restricting ourselves

to finding polynomial time algorithms for problems that are both NP− hard while at the

same time being in the class ofNP problems or succinctly we are looking at the NP-complete

region on the diagram. If such an algorithm was found as we said at the beginning of this

section, the consequences would probably be very significant.

The question the reader may have in mind now is whether or not have we found any

NP− complete problems until now. The answer is yes, quite a few of them in fact from

different parts of mathematics or real situations such as problems related to real games.

The first NP-complete problem was established by the famous Cook-Levin theorem which
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is known as the SAT problem, theorem proved independently by Cook and Levin. For

reference see [22], [23]. We will look however at a problem that we became familiar with

already, that being the CLIQUE language, which was established to be NP-complete early

in the introduction of NP-completeness(see [24]). In fact CLIQUE is NP-complete, which

we will encourage the reader to see for themselves in one of the cited sources on the subject.

4.4 Quantum complexity classes

The reader may be wondering where do games fit in this new theory, and the answer

again is more related to the quantum versions of the theories.This section is intended to be

structured as a parallel to the previous one, as it intends to cover new types of complexity

classes, based on quantum algorithms now, instead of classical algorithms(deterministic or

not) as we have seen before. What we first need to establish is the fact that there are

multiple ways in which we can make the jump from classical to quantum in the sense of the

equivalent definitions of real world efficient and non-efficient quantum languages.

Speaking of languages, we know that we could have equivalated the languages with the

problems in the classical(deterministic) classes of complexity. However, that is not the case

for quantum complexity classes, the reason being that the problems are what will be known

throughout this paper now as promise problems.

Before covering that however we need to introduce a couple of other notions that will be

useful from here on out.

Definition 4.10 We call a quantum register R, a quantum system such that the possible

transformations on the associated hilbert space HR is identical with the space of density op-

erators D(HR).

This means to convey a system in which we hold quantum information when we do compu-

tations, just like with classical registers in a classical computer

Now another, even more important concept we need to introduce is that of a quantum chan-

nel.

Definition 4.11 Given two quantum registers X1, X2, with their associated Hilbert spaces

X1,X2, we call a trace preserving linear map Φ : L(X )1 → L(X )2, a quantum channel

between the two registers.

Definition 4.12 Given the language L = {0, 1}∗, we call a pair P = (Syes, Sno), where

Syes, Sno ⊆ L, a promise problem.

As we can see, the reason why we cannot make the classes equivalent to languages is because

they can be just subsets of said languages called the yes-instances and no-instances of the

problem. As such, the classical problems can just be considered as a special case of problems

where the yes and no instances exhaust the languages or formally where Syes ∪ Sno = L.

We can also immediately infer the fact that there many ways in which we can establish
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complexity classes based on promise problems due to the more relaxed contraints on what

is a promise problem.

Now to address the way in which games are implemented in quantum complexity theory,

the classes themselves can be described as games. But as we have seen until now, slightly

different games can have strong influences on the values or other important aspects of the

games and as such there are many ways in which games can describe the complexity classes.

The main cases that we will explore can be divided into non-interactive and interactive

provers games. We will begin with the study of the former, but firstly we have to make

a very brief description of what makes up a prover games. A prover game is made up of

a verifier V as we have become used to from the previous chapters and a set of provers

P = {P1, P2, ...Pn} which are trying to maximize the value of the game. The game is based

on exchange of registers that contain the query from the verifier and the answers from the

provers.

The QMA class

This class is one in which there is a single prover and it it basically the quantum equivalent

to NP, while the equivalent of P is a class known as BQP. It is easy to see why, because

we’ve seen in the previous secction that nondeterministic time can be described by what a

verifier can do in poly-time. As such, this class is described by a non-interactive provers

game. On the other hand, as we mentioned previously, quantum complexity classes are

described by the promise problems they contain so we can give a definition of QMA as a

game where the certificates need to be polynomial in the length of the problem.

Figure 4.4. Depiction of the Merlin-Arthur game.

We should note that the role Arthur plays is passive, until it is time to verify the proof

certificate, so we can think of it as simply being played as a first move by Merlin as depicted

in Figure 4.4, and then the verifying stage of Arthur takes place.

Another essential aspect we need to mention is that the probabilistic nature also forces us

to certain constraints that need to be fulfilled or in other words some conditions which need

to be met in order for the certificate to be considered reliable. We will call such conditions

completeness and soundness.

Definition 4.13We say a promise problem S = (Syes, Sno) is in the class QMA2
3
,1
3
, if there
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exists a polynomial verifier V such that:

• ∀x ∈ Syes ∪ Sno, V (x) : L(
⊗
k

|ψk⟩) → L(|ψ⟩), which we will denote with Φx.

• ∀x ∈ Syes, ω(Φx) ≥ 2
3
. We call this the completeness condition.

• ∀x ∈ Sno, ω(Φx) ≤ 1
3
. We call this the soundness condition.

The above definition intends to capture the idea that in case Merlin is malevolent and wants

to deceive Arthur when it comes to the validity of the answer to some query, Arthur must be

unable to figure out about the deceit in only 1/3 out of all cases. This weakening from the

deterministic classes leaves an open problem whether or not there could ever be a syntactic

characterization of these classes(see [27] for reference).

Now as we have said, there is an equivalent to complete problems from the classical

complexity classes, in teems of complete promise problems. Examples include the quantum

version of the 3SAT problem, or simply the quantum 3SAT promise problem. We now move

on to what is known as interactive quantum provers classes.

The QIP class

This class is very similar to QMA but unlike it, the game played between the verifier

and the prover can take more rounds, where the verifier can send queries to the prover, in the

form of registers. This leads to a significant increase in terms of what problems are included

inside the class, depending on the amount n of rounds one considers, which is written as

QIP(n) . For example, it is easy to see the fact that the identity QMA = QIP(n) holds.

Another interesting fact is that it has been proven the fact that the class can be reduced to

just thee rounds, or formally QIP = QIP(3)(see [22] for reference). The reader may also

wonder how does it compare with classical classes and the answer is given in [23], that being

the fact that QIP = PSPACE. The class PSPACE is a what is calle a space complexity

class which means the fact that it is the class of problems that require polynomial amount

of tape as a function of the input to compute by a deterministic machine.

We can now give a definition of QIP in terms of languages and conditions as we did for

QMA.

Definition 4.13We say a promise problem S = (Syes, Sno) is in the class QIP2
3
,1
3
(m), if

there exists a polynomial verifier V such that:

• ∀x ∈ Syes ∪ Sno, V (x) : L(
⊗
k

|ψk⟩) → L(|ψ⟩), which we will denote with Φx.

• ∀x ∈ Syes, ω(Φx) ≥ 2
3
. We call this the completeness condition.

• ∀x ∈ Sno, ω(Φx) ≤ 1
3
. We call this the soundness condition.

The QMIP∗ class

This class is a generalization of the previous classes in that it allows for multiple provers

that cannot exchange registers but which can share unlimited previous entanglement, similar
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to the nonlocal games that we have previously covered. This class is extremely even when

compared to the other classes, in fact a recent article([30]) showed the following remarkable

result:

Theorem 4.1(Ji, Natarajan, Vidick, Wright & Yuen) The identity QMIP∗ = RE

holds.

We will discuss what the class of recursively enumerable languages or RE is about in

a bit, but we first have to mention that the proof of the above statement can be found in

the original article([30]) since it would be much too vast for this thesis, however we can still

appreciate the profound implications of this theorem, being certain that expository works

on the result will follow and in fact some could be found as of the writing of this thesis. It

could be said that this single article was the reason for this thesis, as it became instantly

interesting just by the title, given my familiarity with the subject of computability theory.

P
BQP

NP

QMA

QIP=PSPACE

PR

QMIP ∗=RE

Figure 4.5. The hierarchy of complexity classes mentioned until now(and a couple of new

ones) ordered by inclusion(the image is an adaptation from Sardina[34]).

The classes which have not been mentioned until now are PR and RE. The former was

introduced by the logician Skolem in 1922([15]) and it represents the closure of functions that

can be defined using for-loops in any universal programming language(Python, C, etc,). To

continue this explanation in terms of programs to keep things easy, the class RE is the class

of those functions for which our Python script will terminate if the function is defined on

that value but for which we do not know the behavior of in case the function is not defined

on the input. An important problem to put the classes into perspective is the famous halting

problem, which Turing proved unsolvable in 1936([15]). This problem is in the class RE and

it is very easy to state in terms of Python or C++ or most other programming languages.
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The problem basically says ”will some random program p in Python terminate given some

random input i?”. This problem was as said proven an unsolvable problem as surprisingly

as it may seem to a reader which first comes across these concepts. Now I have to clarify

that this does not mean we can’t solve this problem for some particular set of programs, in

fact we always ”solve” the problem partially when we see our program return some answer

to us. The unsolvability is related to the problem in general, given any program in Python

and any input for it.

Now we can move on and mention a very interesting corollary of the theorem 4.1 is that

it offers a solution to the famous problem in fundamental quantum mechanics known as

Tsireslon’s problem

Definition 4.14 Are the game values ω̂c(G) and ω̂t(G) the same in general for nonlocal

games? Where:

• ω̂t(G) =
∑

(x,y)∈X×Y

µ(x, y)
∑

(a,b)∈A×B

⟨Ψ| Aa
x ⊗ Bb

y |Ψ⟩V (a, b |x, y)

• ω̂c(G) =
∑

(x,y)∈X×Y

µ(x, y)
∑

(a,b)∈A×B

⟨Ψ| Aa
x · Bb

y |Ψ⟩V (a, b |x, y)

We are familiar with as relation (35) which we simply called the quantum value. However, as

we can see, things are not so simple, because we have basically assumed to these two types

of nonlocal games to be equivalent, which is true for finite Hilbert spaces(see [26]). The

latter corresponds to the case where in case of considering the observables that Alice and

Bob posses as expressible with a tensor product(or separable), we take them to commute,

hence the index ”c”. As we said, theorem 4.1 answers this problem, and the answer is in the

negative or in other words.

Corollary 4.1.1 ω̂c(G) ̸= ω̂t(G).

We will use the above corollary in what will be one of the main results of this thesis. Firstly

however we will introduce a new notion which will be the subject of our result.

Definition 4.15 We call a quasi-observable Q, an observable defined in terms of projective

operators {P1, ..., Pi} such that an effective spectral decomposition for at least one of them,

Pk, does not exist.

What I mean by ”effective” is ”recursively enumerable”.We can now prove the following

theorem, which will contain multiple tools from computability theory which we will explain,

but for a deeper understanding of them we recommend [33]

Theorem 4.2(Main result) Assuming the commutative nonlocal games are feasible in

practice, there exist quasi-observables.

Proof. The proof will be structured in two parts, one to extract useful infromation from

corollary 4.1.1 and the second will be what I would call ”elephant in the room argument” to

put the reader at ease when it comes to what follows, for it will be a quite easy journey. First
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of all the tensorial and the commutative games are different types of games in one important

aspect, in the commutative games unlike in the tensorial games, the provers may exchange

infinite entanglement before the game starts. This will prove to be an important difference

as one may in fact expect, but we must be careful not to jump straight to conclusions about

the fact that ω̂c(G) and ω̂t(G) are different just because of this fact. Also, in theorem 4.1,

the class QMIP∗ is in fact a class of games of the tensorial type, not the commutative type,

so the theorem is about tensorial games. Nextly, similarly to how the games in the class

QIP can be reduced to just three rounds, in the games from the class QMIP∗, we can

assume without loss of any important resource that the number of provers is just two. Now

we will say something that will allow us to skip a lot of formalities by saying that the values

of the games ω̂c(G) and ω̂t(G) represent the ”confidence” the provers of those games have to

convince the verifier V that something is or may not be the case. We will also assume that

the confidence of the provers is related to the amount of entanglement they share, so that

in a tensorial game they have small confidence and as the game progresses their confidence

increases. For provers in commutative games however, they can share infinite entanglement

so their confidence is maximal at the beginning of the game. Now let’s imagine a game in

which we have verifier V and two pairs of provers, one pair of tensorial provers which we will

call Pt and one pair of commutative type provers we will call Pc. Now let’s assume the two

types of games are equivalent and if that were the case, the presence of one of the two pairs

of provers would be redundant by what we said about the reducibility to just two of them.

If that were the case then as what we said about their start of the confidence level, the pair

Pt will have low confidence and the pair Pc have maximal confidence. Now by the soundness

and completeness conditions on the games, which we introduced in definition 4.13, and the

fact that they are equivalent, the two pairs have to arrive at the same level of confidence.

Now by assuming they are equivalent, it also means due to the theorem 4.1 that both pairs

will be recursively enumerable. Now an important thing to note is that if two problems are

both recursively enumerable, the reunion of them or solving both at the same time is also

recursively enumerable. This is known as a closure condition for recursively enumearable

languages. But what that means is that there could be a program that can simulate the

interaction of the verifier with both pairs of provers, which will converge to the same value.

However, this means that this would actually make the program able to solve the halting

problem which is a contradiction, so our initial assumptions that the two types of games are

the same is false. Now one may wonder, does it mean one class of games is not as complex as

the class QMIP∗? Well we know due to theorem 4.1 that the tensorial are that complex, so

what would be left to assume is that the commutative games are less complex. This is false

however, because in finite dimensions the games are identical so the commutative games are

not in the class QMIP∗, but are in fact more complex. This finishes our first part of the

proof.

The second part is what I was referring to as the elephant in the room argument and it

relies on assuming that we can look at the game values as we would look at some functions.

Functions on what you may wonder, well of whatever we have on the right side of the
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relations in Definition 4.14. We can now pick the function apart and study the complexity

by parts. You may agree with me after getting familiar with what complexity refers to, that

the complexity of the sum function is not very impressive, and neither is that of products

following that line, so they cannot be the ”source” of complexity of determining the game

values for commutative games, which we say by the first part of the proof that it is not even

recursively enumerable. What may seem suspicious is the factors of the verifier function but I

will remind you that the verifier is a very economical person and only verifies for a polynomial

time on the size of the input, so we have to cross the verifier too as a source of complexity.

Next the measure function µ(x, y) may be the source of troubles but for that I will bring

up an axiom for measures which is called the countable additivity condition, which basically

translates to us as to say that a search operation performed by some program will eventually

approximate it as much as we like, hence it’s in the class RE, so it is not it. We finally

have to adress the ”elephant in the room”, from where the name I gave to the argument

came, that being the eigenvalues ⟨Ψ| Aa
x · Bb

y |Ψ⟩. We know the products themselves must be

recursively enumerable and as such we must conclude that at least one of the observables

Alice or Bob have in possession must not have an effective description, or formally for some

answer q, and query x, Aq
x = Q. This concludes our proof.

Some consequences

The consequences of the above theorem are many and very interesting, but before we

mention that we need to mention the strong connection of our work with work of Murray and

von Neumann([41]), where they have classified all possible observable algebra (as bounded

operators on hilbert space): von Neumann algebra of type I,II, III. The division of a quantum

system into two independent subsystems permits factorizing von Neumann algebra of type

I (tensor-product model). In this algebra specific to non-relativistic quantum mechanics

there exist minimal projections for observables. Von Neumann algebra of type III describe

relativistic quantum field theory where observables are not localized in bounded regions

of space-time. Von Neumann algebra of type II is an intermediate case between the two

extremes. Out quasi-obsrvables model is related with Von Neumann algebra of type II and

III, that have no minimal projections.

Now moving on to interesting consequences. One immediate one would be the following

Corollary 4.2.1 A model of the universe with quasi-observables violates the Tsirelson

correlations with Bell conditions.

This fact follows from the above theorem in an almost non-constructive manner as

it is based on the fact that quasi-particles would be based on type II or III models and

experimental evidence we have collected until now suggests that we are actually living in

a type 1 universe.In other words, the Bell inequalities of the quantum systems which we

investigated in chapter 3 are violated. Models of this kind have been studied(see [42])

being known as no-signaling models. We can see a representation based on the strength of

correlations in Figure 4.6 below, in which a quasi observable model would lie somewhere

beyond the purple circle’s border. We should note that the image portrays values obtainable
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for the CHSH inequality, so not through game-theoretic notions and as such I recommend

ignoring the absolute values that appear on the figure and just concentrate on the fact that

they do differ, and as we see the absolute value of 2
√
2 is indeed violated in a no-signaling

model of the universe. This is one reason why we should probably believe a quasi-observable

model is not the type of universe we are living in.

Figure 4.6. The different limits of correlations for different types of models. The purple

region or Q is what we think our universe is like.

Another very suggestive reason why we should reject the assumptions of the theorem as

being applicable to our universe is related to randomness. Firstly we would have to bring

up a concept from mathematical logic known as the Church-Turing thesis, which informally

says that any effective means a machine has to solve a problem, are equivalent to what a

human could do in principle given countable time. Now going back to randomness. When

I say randomness I refer to a technical concept, that of Martin-Löf randomness(see [35]

for reference), which informally means that given a Martin-Löf random string, there is no

effective way to identify a systematic pattern in the string. In other words, from an effective

perspective, the string is random, hence the inclusion of randomness in the concept. Now

we can state a corollary of theorem 4.2.

Corollary 4.2.2 Assuming the Church-Turing thesis and the existence of some quasi-

observable Q, from the point of view of an observer, the eigenvalue of Q is random.

This is due to the fact that by Church-Turin’s thesis, whatever we or our machines could

do could not tell apart the result of a measurement using somehow the said quasi-observable

and some random event.These facts may seem very interesting philosophically the reader

may think and may also raise the question is there anything we could actually take from

it. The answer I incline to is yes, the above corollary would seem to suggest that there

are what we would maybe call physical Martin-Löf tests, which would give us insgight into
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both the actual nature of randomness in our universe and means to falsify at least some

quasi-observable models.

37



5 Games in quantum information theory

Games have been heavily used in quantum information theory, especially when it comes to

cryptography and security protocols. In fact, the author considers that security protocols can

be defined without loss of generality as a game. We will be looking at a few notions regarding

what does a protocol entail and specifically we will be looking at a security protocol called a

Byzantine agreement protocol and investigate whether or not a specific type of attack called

a ”man-in-the-middle” attack could be used to hack a servers-clients network.

5.1 Quantum cryptography and Byzantine games

As mentioned in the introductory word to this chapter, we can generally consider a

protocol in the form of a game.

Definition 5.1 We call a cryptographic protocol a game P = ⟨N = {A,B}, (Ai)i∈N , (ui)i∈N⟩.
We will try however to use more informal language in this chapter as we already became

familiar with the formal conceptions of a game, making us able to reason more intuitively

about them. Most protocols are referred to in literature as a game between Alice and Bob

and both of them can take some actions(denoted by Ai) which are mostly about sharing

keys. For example, there are what are called key exchange protocols or key distribution

protocols which we will denote as KD, where the most important actions are making keys

and exchanging them(see [36]).

One simple example and one of the oldest is the Diffie–Hellman protocol Is a KD

protocol in which Alice and Bob agree beforehand on some large prime number p and some

generator ⟨g⟩ for the multiplicative group Zp. Afterwards, they both pick random numbers

modulo Z∗
p which we will call a and b respectively. Now Alice and Bob exchange public keys

ga and gb, which they use to make the private key K = gab. This type of protocol cannot

be broken effectively by a classical computer(it is not in the class P as a problem), but it

is in the effective quantum class BQP due to Shor’s algorithm([37]), so it will not be a safe

method of encryption when quantum computers will have enough qubits.

Based on the mentioned classical protocol, we can imagine now what a generalization to

a quantum key exchange, which like in all the games we have encountered until now, upon

the said generalization, the parties involved in the game can share entanglement.

Definition 5.2 We note it QKD and call it a quantum key distribution protocol, a KD

protocol in which the parties involved share quantum entanglement.

We are interested in a specific type of QKD, that being called the BB84 protocol in which

Alice and Bob make a secure communication channel by sending multiple quantum parti-

cles(light usually) which will be safe to what is known as ”passive attacks”, which would

involve a third party, we will generically call Eve, to eavesdrop on the messages they share to

each other. The reason why the channel is secured is due to what is known as the ”no-cloning

theorem”, which roughly states that Eve would not be able to copy the message encoded in
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the the signal sent by the two parties, without destructive interference, which would alert

Alice and Bob and they would abort the exchange.

What we are interested to do however is investigate attacks on another type of protocol,

called a Byzantine agreement fault tolerant protocol. We will give a definition shortly, but

first we must define at least on the informal level what a Byzantine fault is.

Definition 5.3(Byzantine fault) We call a fault in a multi-party system a Byzantine

fault if the fault cannot be associated to a single source of error.

I would like to clarify what I mean through a playful example. Suppose there is a general

which has in his charge several lieutenants but the conditions are such that they all must be

separated on the battlefield and they have to send messages to communicate what actions

to make. It is imperative that most of them take the same action in order to win the battle

but there are many ways in which this can fail such as the messenger getting killed, or some

of the lieutenants wanting to betray and deceive the general. This is what we would call a

Byzantine fault.

Now the idea is to make protocols that are what is called robust against such faults, and

indeed such protocol schemes exist(see [39]). The two main ingredients of a fault tolerant

Byzantine protocol are:

1. A secure KD channel.

2. A voting game through which one of the members of the multi-party(the general) can

propose an action and the action will be accepted based on voting majority with the

conditions that:

• (the Byzantine agreement) the general shares with everyone some instruction x.

• in case the general is honest and shares with the lieutenants some instruction x all

the loyal lieutenants will share the same instructions with their closest comrades.

• in case the general is not honest all the honest lieutenants still share the same

instruction y.

Now what we would like to do is investigate if some form of external foe would be able to

disrupt Byzantine agreement of the army, specifically a type of attack that is known in the

literature as a man-in-the-middle attack

Definition 5.3 A man-in-the-middle attack is a type of attack against security protocols

in which messages between parties are intercepted and manipulated by a third party

What we really want to look at is a new type of man-in-the-middle attack introduced in

[40], which takes place on a provably secure QKD known as the BB84 protocol. The reason

why the attack is successful is because what it alters takes place before the secure channel

can be established, when what is known as the calibration process occurs, by which it means

signals are sent in order to see the time intervals in which messages and replies occur. The
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attack is based on intercepting the signal from Alice and then sending to Bob the signal at

a slightly modified timing(see Fig. 5.1).

Figure 5.1. The scheme of the man-in-the-middle attack described above(image taken from

[40]).

The above attack could be used to provide information about the keys but we will look

at other uses for this type of attack, when the goal is to disrupt a Byzantine agreement

system, using a man-in-the-middle attack.

A man-in-the-middle attack on a Byzantine system(Main result)

Suppose we have a Byzantine fault tolerant protocol for which the end-to-end QKD

between all the parties involved(lieutenants and general) are based on the BB84 encryption

scheme. Another assumption we are going to make is that the system is synchronous, which

means the broadcasting of messages by the general takes place uniformly towards all.

6
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2

3
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5

m

Figure 5.2. The scheme of the attack on the Byzantine system, in which the lieutenants

are represented by numbers, the general is noted with g, and the man-in-the-middle with

red, noted m. lieutenants.

Now the attack scheme goes as follows:

• wait until the system is expanded with the inclusion of a new lieutenant, with the

assumption that new calibrations must be performed

• implement a generalization of the attack found in [40] so that the synchronous condition

fails.
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That is pretty much it. What would happen is that due to the failure of the synchronous

condition, the general will become completely unreliable so the fault tolerance is broken. This

type of attack might be of interest in the future, when client to server quantum systems will

be implemented. It is only useful given maybe slightly weaker conditions than the one above

however so certain authentication schemes would be safe from it, or even certain machine

independent QKD’s would prevent such attacks.
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Conclusions

As a mark for the end of this thesis, I will give my thoughts on the bird-eye view of

what I had in mind when writing it an what I think I have managed to do.

The scope of this thesis was to connect seemingly distant subjects of study such as Quantum

Mechanics, Complexity theory and Information theory, through the scope of an even more

surprising mention besides these, in the form of the theory of games. I think I have managed

to bring forth my vision for the most part, as we have obtained non-trivial results in all

of those areas using tools from computer science, quantum physics and even mathematical

logic.
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