CHAPTER X

     ORDER, DISORDER AND ENTROPY

We are looking for the physical basis of the second law of thermodynamics

· Why heat cannot go spontaneously from colder objects to hotter ones?

· Why we cannot transform heat totally in work?

· Why a heat engine cannot operate with only one heat source?
· the answer to these questions are given at microscopic level by the concepts of order and disorder ( the macrsocopic quantity: entropy
Order and disorder

· all systems consist of a collection of parts

· we will examine systems and determine their organization 

· organization properties:  position of objects, state of the objects, … 

· let us consider systems composed by identical units

examples: identical coins, identical balls in a box, 

identical atoms of a gas, …..

· states where the organization of the system is  

   more disordered occur more probably!

Disordered states are more preferred (are more probable) than the ordered ones

· it is little chance for a randomly thrown pack of coins to all fall on the same side

· it is little probability that all air molecules to be in the same corner of the room.

· for different colored identical balls, it is little chance to be separated in a box spontaneously

(Probability = number of favorable events/ total number of events)

Entropy

Entropy ( a macroscopic quantity which is a measure of a system's organization.

-  in an ordered state the entropy is small

· the more disorganized the system, the higher its 

entropy

systems tend to evolve towards more disordered configurations (

· entropy formulation of the second law of thermodynamics

OR:  


· importance to stress the word : tends (in the entropy formulation) ( not MUST !

(it means that it is possible not to behave like we state, but this has a very little probability….)

· examples for some events where the entropy would decrease

Calculating the entropy

Relation between entropy and disorder level in the system ( the famous Boltzmann formula

disorder in the system depends on how many microscopic configuration (W) realizes the same macroscopic state.   


S ( entropy:   

k = 1.38066  10-23 J/K  ( the Boltzmann constant

Decreasing entropy

Although the overall entropy of a system tends to increase, we can make entropy locally increase

in some cases.

· entropy of the Universe, and entropy on the World

· refrigerators

energetic crisis ( a bad term ! (since energy remains constant)

the good definition  ( increasing entropy crisis!!!!

(the available energy is in crisis, since the entropy of the world increases and we cannot convert anymore the internal energy or heat into mechanical work)

Home-work assignments:

253/34; 254/37-46; 257/49-51; 255/21-26

The entropy of an isolated system tends to increase





The entropy of an isolated system tends not to decrease





S=k ln(W)








