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H I G H L I G H T S

• Electron transfer calculations in the tris[4-(2-thienyl)phenyl]amine–C70 donor-acceptor system.

• Quantum mechanical time-dependent formalism for electronic polpulation evolution.

• Hamiltonian compiled from static DFT calculations and Gaussian perturbation pulse.

• Electron transfer correlated with geometric donor-acceptor configuration, electronic structure, and pulse features.
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A B S T R A C T

The reported work aims to provide new insights into the process of electron transfer in donor-acceptor com-
plexes, of interest for photovoltaic systems based on bulk heterojunctions. Specifically, the star-shaped molecule
Tris[4-(2-thienyl)phenyl]amine (C30H21NS3) is considered as donor in combination with the C70 fullerene, as
acceptor. The electron transfer induced by Gaussian pulses is investigated for several donor-acceptor config-
urations, with the electronic states described in the framework of a quantum time evolution formalism based on
the Cayley propagator. The electron transfer is correlated with the geometric/electronic features of the com-
plexes, as well as the pulse parameters, suggesting optimal setups for practical realizations.

1. Introduction

Photo-induced electron transfer (ET) is a fundamental process in
many photochemical applications, such as photovoltaics [1]. Solar cells
are generically subdivided into perovskite solar cells, dye-sensitized
solar cell materials, and organic photovoltaic (OPV) materials [2]. Even
though their efficiency is not yet comparable with that of conventional
solar cells, the OPV materials stand out by reduced weight, mechanical
flexibility, versatile/low-cost fabrication, and integrability with various
other materials. Their main intrinsic limitation, i.e. the low charge
carrier (exciton) mobility, is partly compensated by their relatively high
UV light absorption coefficients.

The performance of the solar cells is strongly influenced by the in-
itial design of the donor and acceptor materials [3]. Bulk heterojunc-
tions (BHJs) rank among the most frequent implementations of OPV
cells, in which the photo-induced ET typically takes place from a π-
conjugated polymeric donor to a fullerene-based acceptor, the complex
being aggregated by van der Waals interactions [4–8]. Interestingly,

free charge carriers can be induced either by the photoexcitation of the
electron-accepting molecule (A) or by the photoexcitation of the elec-
tron-donating molecule (D). In both cases the positive and negative
charges are separated on the neighboring D and A molecules due to
photoinduced electron transfer. On the other hand, from a practical and
theoretical standpoint, key factors in optimizing the ET process are the
geometrical donor-acceptor configuration and the relative position with
respect to their neighbors.

Most of the theoretical estimations of the ET process efficiency are
based on Marcus semiclassical electron-transfer theory [1,9,10] or on
TDDFT calculations [11], but only in few cases the explicit time de-
pendence of the electron transfer dynamics was taken into account
[12]. Based on the quantum evolution framework proposed by Allen
and co-workers [13] and the formulation developed by Acocella et al.
[14], Höfinger et al. [15] reported a first systematic ET study induced
by an external field for a good range of C60-based donor-acceptor
combinations forming BHJs only quite recently, overcoming significant
technical difficulties associated with the intensive underlying
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computations. Very recently, Acocella et al. [16] also investigated ET
for terthiophene-C60, a typical dyad with covalently linked donor-ac-
ceptor moieties.

The reported study, focuses on Tris[4-(2-thienyl)phenyl]amine
(C30H21NS3), as electron donor, and the C70 fullerene, as electron ac-
ceptor, which have proven to form an effective donor-acceptor pair
[17,18]. Notably, the enhanced light absorbing capacity of C70 is gen-
erally expected to lead to higher cell efficiencies than for C60 [19].

The electron dynamics within a time-dependent quantum mechan-
ical framework similar to the one proposed by Acocella et al.
[14,15,16], is modelled by using the Cayley’s form of the time evolution
operator. The employed Hamiltonian combined an adiabatic all-elec-
tron part and a periodic Gaussian perturbation. Both the adiabatic part
of the Hamiltonian and the initial electronic configuration of the donor-
acceptor complex were compiled from static DFT calculations.

The aim of the present paper is to describe the behavior of the
mentioned complex under the influence of Gaussian pulses, compara-
tively investigating the efficiency of the ET for five representative
donor-acceptor configurations.

2. Theoretical and computational details

The time evolution of the molecular orbitals (MOs) of the donor-
acceptor system is central in describing the ET within the complex. The
step-by-step propagation of the one-electron MO Φj can be conveniently
accomplished by using Cayley’s scheme
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where H is the Hamiltonian, tΔ the time step, = h πℏ /2 Planck’s
constant, and i the imaginary unit [20]. Besides being time-reversible,
which beneficially translates into numerical stability, this scheme is
particularly useful for perturbative Hamiltonians [21,22].

Considering the MOs to be expanded relative to an orthogonal basis
set, the propagation relation can be actually expressed in terms of the
MO coefficients, which, rearranged to emphasize the real and imaginary
parts for the convenience of actual computations, takes the form:

+ = ⎡
⎣⎢

+ ⎛
⎝

⎞
⎠

⎤
⎦⎥

⎧
⎨⎩

⎡
⎣⎢

− ⎛
⎝

⎞
⎠

⎤
⎦⎥

− ⎛
⎝

⎞
⎠

⎫
⎬⎭

−

C t t I t
ħ

H I t
ħ

H i t
ħ

H C t( Δ ) Δ
2

Δ
2

2 Δ
2

( )'
2 1 2

'

(2)

The time evolution of the donor-acceptor system can be modeled by
a perturbed Hamiltonian matrix =H H t( ), composed of a static part
H0, adiabatically accounting for the (initial) electronic structure of the
complex, and a periodic external excitation:

= −H t H ME A t ωt( ) ( )sin( )0 0 (3)

where M is the molecular multipole matrix, E0 is the electric field
intensity, and ω is the perturbation frequency. Specifically, in the pre-
sent investigations we implemented Gaussian perturbation pulses of
modulating amplitude

= − −A t e( ) .t τ τ( ) /2( /4)2 2
(4)

In using the propagation scheme (2) in concrete applications, two
major pieces of information need to be provided: (a) the adiabatic
Hamiltonian H0 of the entire donor-acceptor complex, and (b) the in-
itial electronic state of the non-interacting complex, expressed through
the initial orthogonal MO coefficients, =C t( 0)' .

The adiabatic Hamiltonian H0 can be compiled from elements pro-
duced in a standard static first-principles calculation on the donor-ac-
ceptor complex, i.e. the one-electron energies ε, the MO coefficients C0
relative to the employed non-orthogonal basis set, and the overlap matrix
S. In a first step, the MO coefficients are transformed from the non-
orthogonal basis to the orthogonal set of atomic orbitals by the Löwdin
orthogonalization,

=C S C ,0
' 1/2

0 (5)

where S1/2 results from the symmetric decomposition =S S S .1/2 1/2

The orthogonalized coefficients C ' can then be used to recover the de-
sired static Hamiltonian from the one-electron energies ε:

=H C ε C( ) ,0 0
'

0
' † (6)

where = −C C( ) ( )0
' †

0
' 1, by virtue of the unitary character of the

coefficient matrix.
In forming the time dependent term of the Hamiltonian matrix ac-

cording to (3), given the appreciable size of the systems considered, we
chose to employ the static multipole matrix M of the optimized donor-
acceptor compound, produced along with the overlap matrix Sand the
initial MO coefficients C0 in a preliminary static optimization calcula-
tion. More precisely, we considered the perturbation to act along the
z-direction (the main orientation of the donor-acceptor complex) by
including just the matrix Mz of the z-components of the molecular
multipole moments, which, multiplied by the time-dependent factor,
i.e. E A t ωt M( )sin( ) z0 , was subtracted element-by-element from the
static Hamiltonian matrix H0 to produce the time-dependent Hamilto-
nian matrix H t( ). The propagation matrix for the MO coefficients de-
fined in relation (2) was efficiently generated by forming one triangle of
a sequence of symmetric real matrices in packed vector-storage mode:

+I H[ ]2 , +I H[ ]2 1/2 (by a modified Choleski decomposition),
+ −I H[ ]2 1/2 (as a symmetric inverse), and, finally, + −I H[ ]2 1 (as square

of the previous). To ensure the physical correctness of the overall
propagation algorithm, we monitored at each time step the total elec-
tronic population (with marginal deviations of less than 10-4 e). We
found this to be equivalent to checking the propagator’s unitarity, and
computationally more convenient. In addition, we also checked peri-
odically the norm of the matrix + + −I H I H[ ][ ]2 2 1.

As suggested by Acocella et al. [14] and Höfinger et al. [15], the
initial electronic structure of the donor-acceptor complex can be con-
ceived as a superposition of separate, non-interacting donor and ac-
ceptor states. Technically, the optimized geometric configuration of the
complex is split into separate donor and acceptor configurations, which
are subject to single-point calculations providing the MO coefficients,
CD and CA, relative to the non-orthogonal basis set for each molecule
individually. The orthogonalized MO coefficients of the donor,

=C S CD D D
' 1/2 , and acceptor, =C S CA A A

' 1/2 , are used as blocks forming the
initial MO coefficient matrix for the entire donor-acceptor complex:
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The ET is directly related to the change of electronic populations on
the various MOs involved, and in terms of orthogonalized MO coeffi-
cients, the commonly used Löwdin population analysis can be con-
veniently employed [23]:

= ′ ′P C C( ) .† (8)

The formalism described above was implemented in a highly par-
allelized computer code (Quest), and was used throughout to perform
the reported ET calculations.

3. Results and discussion

Sampling the space of relative donor-acceptor positions for equili-
brium configurations is a tedious task for a compound involving van der
Waals interactions, due to the presence of vast quasi-equipotential re-
gions, leading to extremely slow convergence of any first-principles
optimization approach. This behavior was plainly apparent even for a
relatively small system, with barely 125 atoms, such as the considered
donor-acceptor complex, composed of Tris[4-(2-thienyl)phenyl]amine
(C30H21NS3) as donor and C70 as acceptor (Fig. 1a and b) [2,24].

Using the PBEPBE exchange–correlation functional in conjunction
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with the 6-31G* basis set for the geometry optimizations proved to be a
reasonable choice, ensuring both a satisfying level of accuracy and re-
quiring an acceptable amount of computational resources. Obviously, a
dispersion-improved exchange–correlation functional and a superior
basis set with diffuse functions would have been desirable, however,
they dramatically increase the computational effort and will be dis-
cussed in a forthcoming publication. All static quantum mechanical
calculations were performed using the Gaussian 09 program suite [25],
with default convergence criteria.

Five representative initial donor-acceptor configurations (further on
denoted by A through E) were considered, with the donor’s central NC3-
group placed at a distance of 4 Å, parallel and centered over a particular
pentagon or hexagon of the acceptor. As expected, the optimizations of
these weakly-bonded complexes (started with the separately optimized
donor and acceptor) converged extremely slowly and the resulted
geometry configurations are shown in Fig. 2. It is noteworthy that the
equilibrium donor-acceptor distances only changed within 0.2 Å, with
an obvious shift of the projection of the donor’s N atom towards the C-
atom vertices of the acceptor’s facing pentagon/hexagon (as illustrated
in Fig. 3).

Subsequent to optimization, in order to obtain the detailed data
needed for initiating the time evolution formalism (as explained in the
methodology section), we performed for each configuration (A-E) three

single-point calculations: one for the entire donor-acceptor complex,
and two for the separate donor and acceptor, however not in their own
equilibrium configurations, but in their distorted geometries within the
complex.

The relevant electronic structure data obtained are summarized in
Table 1. As can be judged from the close agreement of the HOMO,
LUMO, and HOMO-LUMO gap values, the electronic structures of the
five configurations are quite similar. Moreover, the total energy of all
configurations coincides up to 7 significant digits, amounting to
−5067.370 a.u. In relative terms, the deviations EΔ tot of the total en-
ergies relative to configuration A can be seen to not exceed 0.013 eV,
being thus over 30 times lower than the band gap.

Reflecting the true donor-acceptor character of the optimized
complexes, the HOMO level of the separated donor fairly corresponds to
the HOMO level of the entire compound, while the LUMO level of the
separated acceptor agrees well with the LUMO level of the complex (as
indicated in Table 1). The HOMO and LUMO orbitals for the donor,
acceptor, and donor-acceptor complex corresponding to configuration
C are depicted in Fig. 3. It can be noted that the HOMO orbital of the
complex is completely localized on the donor fragment, whereas the
LUMO orbital, on the acceptor fragment.

Knowing the excited electronic structure is very important for
finding optimal conditions for the absorption of the electromagnetic

Fig. 1. (a) Tris[4-(2-thienyl)phenyl]amine (C30H21NS3) donor; (b) C70 acceptor.

Fig. 2. Equilibrium configurations of the donor-acceptor complex.
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radiation. Along this line, the time-dependent DFT calculation of the
first five electronic excited states was performed, using the same ex-
change–correlation functional and basis set as in the geometry opti-
mizations. The TDDFT calculations for the equilibrium geometry of the
donor fragment in the C configuration yielded efficient absorption for
the S1 (472 nm) and S2 (469 nm) excited electronic states.

The quantum evolution calculations were performed for a standard
time span of 20 fs, using a time step of 2.5·10-2 fs. In the absence of any
perturbing pulse, the electronic populations on the donor and acceptor
feature idle oscillations about their nominal static values (256 and 420,
respectively), not exceeding 0.03 in amplitude. Irrespective of the
donor-acceptor configuration, the oscillation frequency is typically

about 2 PHz (corresponding to a wavelength of approximately 150 nm
in the UV-C domain), which was taken as a reference.

In the actual ET calculations, we excited the donor-acceptor com-
plex with Gaussian pulses of four frequency-duration combinations: P0:
ν = 0.63 PHz (or 475 nm) and τ = 5 fs (close to the resonant S0 → S1
electronic transition in the donor fragment), P1: ν = 1 PHz (or 300 nm)
and τ = 5 fs, P2: ν = 2 PHz (or 150 nm) and τ = 2.5 fs, and P3:
ν = 2 PHz and τ = 5 fs. The solar irradiance I at the ground level can
be seen in Fig. 1 of [26] to reach values as high as 0.5 W/m2/nm at the
high-wavelength end of the UV region, corresponding to electric field
strengths of about 19 V/m ( =E I cε2 /0 0 ), i.e. significantly higher than
the one we used. Yet, the average irradiance over the interval between
225 and 375 nm barely reaches 0.08 V/m, corresponding to about 5 V/
m. Accordingly, we performed calculations with E0 = 1, 2, and 5 V/m,
assuming less than perfect radiation absorption. As a matter of fact,
under otherwise similar conditions, we found maximal ET for E0 = 1 V/
m.

Defining the ET by the difference between the instantaneous elec-
tron population and the nominal static number of electrons for each of
the separate donor/acceptor moieties, Fig. 4 presents the corresponding
time evolution upon applying pulse P1 to the donor-acceptor config-
urations A-E. In all five cases, the ET for the donor and acceptor can be
seen to be of opposite sign and to perfectly compensate each other.

After a transitory inverse ET within the first few pulse cycles, the
expected ET from donor to acceptor sets in, and is maintained even
after the pulse extinction. For the pulse P1, the maximum ET is seen to
amount for all donor-acceptor configurations to approximately 2 e,
which is a reasonable value from an experimental perspective.
Configuration C, seen to stand out by the highest final ET and the
shortest onset, is employed in the following argumentation.

Considering pulses P2 and P3, with the frequency (2 PHz) in the
identified resonant range of the donor-acceptor complex, the time
evolution profiles plotted in Fig. 5 for configuration C show an

Fig. 3. HOMO and LUMO orbitals of the donor, acceptor and configuration C of the donor-acceptor complex.

Table 1
HOMO, LUMO, and gap energies (in eV) for configurations A-E of the donor-
acceptor complex (DA), as well as for the separate donor (D) and acceptor (A)
fragments. EΔ tot represents the deviation of the total energy from the one of
configuration A.

Config. EΔ tot HOMO LUMO Gap

D −4.202 −1.888 2.314
A 0.000 A −5.496 −3.790 1.706

DA −4.204 −3.767 0.437
D −4.202 −1.886 2.316

B 0.007 A −5.496 −3.790 1.706
DA −4.200 −3.771 0.429
D −4.201 −1.888 2.313

C −0.013 A −5.496 −3.790 1.706
DA −4.194 −3.776 0.418
D −4.202 −1.887 2.315

D −0.008 A −3.791 −5.496 −1.705
DA −4.193 −3.776 0.417
D −4.200 −1.894 2.306

E −0.005 A −5.497 −3.791 1.706
DA −4.196 −3.772 0.424
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increased ET, with almost doubled maximum value for P3 (about 4 e).
Indeed, as expected, besides using a frequency in the resonant range,
doubling the pulse duration significantly contributes to the efficiency of
the ET, and this is obviously due to the increased energy input.

With a view to a more quantitative comparison of the different
setups, rather than characterizing the ET by the maximum value, we
used the average ET over the whole simulated time span of 20 fs.
Table 2 collects the results, and, for all configurations, the average
transfer is seen to increase both for the frequency in the resonant range
(2 PHz) and the longer pulse duration (5 fs), reaching the maximum
values for pulse P3. While, for pulse P1, configuration C is the one
showing the largest average ET (1.842 e), for pulse P3, the highest ET
efficiency is reached for configuration D (2.691 e). It can also be noted
that for pulse P3, configuration B stands out, showing the lowest ET
(1.699 e), in contrast with the rest of the configurations having ET
values over 2.1 e.

The particular case of P0 would mean the lowest energy (highest
frequency) regime to which one can still observe the excitation of the
donor fragment caused by the external field. At the same time, it can
also be seen that the amount of the electron transfer differs the most for
this P0 case, starting from a slightly invers electron transfer (-0.285e) in
case A to a strong transfer (+2.198e) in case D. In other words, the
structural differences between the A-D complexes provide the greatest
differences in the electron transfer effects for the P0 type of excitation
setup.

Given the practically similar static electronic structures of all five
donor-acceptor configurations (as discussed above), the differences
found in ET rather emphasize preferential geometric arrangements of
the donor and acceptor in relation to the applied pulses.

Fig. 4. Electron transfer for the five considered donor-acceptor configurations (A-E) under the influence of a pulse of electric field E0 = 1 V/m, frequency ν = 1 PHz,
and durationτ = 5 fs.
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4. Conclusions

Aiming to contribute to understanding the electron transfer pro-
cesses occurring in donor-acceptor systems of relevance for photo-
voltaic applications, we performed detailed time-dependent quantum
mechanical calculations of the electronic populations of complexes
composed of the star-shaped molecule Tris[4-(2-thienyl)phenyl]amine
(C30H21NS3) as donor and the C70 fullerene as acceptor.

We considered several representative optimized donor-acceptor
geometrical configurations, which turned out to have similar electronic

structure, with the HOMO and LUMO orbitals completely localized on
the donor and acceptor fragments, respectively. The corresponding
static Hamiltonians and molecular orbitals were employed in conjunc-
tion with Gaussian pulses to construct perturbed Hamiltonians and in-
itial states for a time evolution formalism based on Cayley’s propagator.

The dynamics of the electronic populations (obtained by standard
Löwdin analysis), clearly evidences an average electron transfer from
donor to acceptor, typically amounting to about two electrons over a
time span of 20 fs. The electron transfer efficiency is shown to increase
both by pulse frequencies in the range of a resonance of the donor-
acceptor complex and by increased pulse durations. The configurations
yielding the highest and lowest electron transfers are identified, and the
relevance of the geometrical arrangement is emphasized.
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